
1PARTICLE DATA GROUP NOTES PDG{93{068 December 1993Energy loss in matter by heavy particlesDon GroomLawrence Berkeley Laboratory, Berkeley, CA 947201. IntroductionThe 1992 Review of Particle Properties (RPP92) gives formulae for dE=dx, restricted dE=dx,and input parameters such as the e�ective ionization constant. Unfortunately this ionization con-stant is inconsistent with the accepted value, and the formulae cannot be used to calculate the samevalues of stopping power as are given in the graphs and (for minimum ionization) the tables. Thereare also some notational inconsistencies (Tmax in Sec. 1 becomes Emax in Sec. 3, for instance) andmany of the explanations leave much to be desired. The present study is directed toward removingthese inconsistencies, and, along the way, revising the graphs and tabulated entries.This note is not intended to be a review of the subject, but rather as a working paper todocument and assist in the RPP revision. It is not of great literary merit.Most of the notation is standard (like re for the classical electron radius), so for purposes ofthis note we relegate most de�nitions of the symbols to Appendix 1.The standard canon of the subject begins with Bohr's classical treatment in 1913 [1]. Werely on the discussions by Rossi [2] and (especially) by Fano [3], and have gained a great deal ofphysical understanding from Jackson's treatment [4]. Barkas and Berger's tables have long beenused (Ref. 5, hereafter Barkas64), and are the source of the minimum ionization values given inRPP92 and earlier RPP editions. However, most of the constants have since been improved. Wehave taken the ionization constants from Berger and Seltzer (Berger83, Ref. 6), which were adoptedby the ICRU in 1984 (ICRU 37, Ref. 7) and have since been taken as standard. The density e�ectparameters for the elements are from Sternheimer, Berger, and Seltzer (1984) (Ste84, Ref. 8). Theolder values given in Sternheimer, Seltzer, and Berger (1982) (Ste82, Ref. 9) are used in EGS4 [10].The newly-published ICRU 49 [11] updates the earlier discussions, particularly those concerningthe shell and density e�ect corrections. We have used the tables in that report to check the presentcalculations at T < 500 MeV. The report also provides a comprehensive bibliography on the subject,as do Refs. 3 and 10.This note is concerned with a region between �
 = 0:13 (a pion kinetic energy of 1.2 MeV)and �
 >� 1000 (a pion with several hundred GeV). Below the lower limit our shell correction fails,and in the region of the upper limit radiative e�ects become more important than ionization losses.The exact energy at which radiative e�ects dominate depends upon particle mass and stoppingmaterial.The cross sections depend on the spin of the incident particle, and, in the case of the electrons,on identical particle considerations. Here we restrict ourselves to the spin-0 case, although theresults can be applied to proton energy loss without sensible error.



22. Bethe-Bloch equationWe are concerned with the average energy loss as a high-energy massive charged particle passesthrough matter. By \high-energy" we mean that the velocity is high compared with that of atomicelectrons (about �Z) and by massive we mean that the particle is not an electron|that is, it isa muon or a heavier particle. Most particles of interest have charge �e, but we leave open thepossibility that the charge is ze.At low energies nuclear recoil contributes to energy loss. At very high energies (above 100 GeVor so for a muon) radiative process contribute in a signi�cant way and eventually dominate. Herewe are concerned with the middle regime in which virtually all of the energy loss occurs via a largenumber of collisions with electrons in the medium. In this discussion the medium is taken as a pureelement with atomic number Z and atomic mass A, but the restriction can easily be removed.The mean energy loss rate (�dE=dx, or stopping power S) is therefore calculated by summingthe contributions of all possible scatterings. These are normally scatterings from a lower to higherstate, so that the particle loses a small amount of energy in each scattering. The kinetic energy ofthe scattered electron is T , and the magnitude of the 3-momentum transfer is q.In the normal development, the matrix elements needed to �nd the cross sections are calculatedusing approximations appropriate to di�erent T regions. The following are taken from Fano [3].(We have replaced his recoil kinetic energy Q by T for consistency with other sources.)1. Low-T approximation. Here �h=q (roughly an impact parameter b) is large comparedwith atomic dimensions. The scattered electrons have kinetic energies up to somecuto� T1, and the contribution to the stopping power isS1 = K2 z2ZA 1�2 �ln T1I2=2mec2�2 + ln 
2 � �2� ; (1)where I is the appropriately weighted average excitation energy. The denominatorI2=2mev2 in the �rst log term is the e�ective lower cuto� on the integral of dT=T . The�rst term comes from \longitudinal excitations" (the ordinary Coulomb potential),and the other two terms from transverse excitations.The low-T region is associated with large impact parameters and hence with long dis-tances. Polarization of the medium can seriously reduce this contribution, particularlyat high energies where the transverse extension of the incident particle's electric �eldbecomes substantial. The correction is usually introduced by subtracting a separateterm, �, which is the subject of a later section of this report.2. Intermediate-T approximation. In this region atomic excitation energies are not smallcompared with T , but, in contrast to the low-T region, transverse excitations can beneglected. It extends from T1 to T2, and the contribution to �dE=dx isS2 = K2 z2ZA 1�2 �ln T2T1 � : (2)3. High-T approximation. In this region one can equate T with the energy given to theelectron, i.e. neglect its binding energy. When the integration of the energy-weightedcross section is carried out between a lower limit T2 (which is hopefully the same as inEq. (2)) and an upper limit Tupper, one obtainsS3 = K2 z2ZA 1�2 �ln TupperT2 � �2TupperTmax � : (3)



3Here Tmax is the kinematic maximum possible electron recoil kinetic energy, given byTmax = 2mec2�2
21 + 2
me=M + (me=M)2 : (4)Tupper is normally equal to Tmax (and will be treated this way at the conclusion of thissection) but we will need the more general form in the discussion of restricted energyloss, below. In any case, Tupper � Tmax.In Fano's discussion, the low-energy approximation Tmax � 2mec2�2
2 is implicit.Accordingly, Eq. (3) is more closely related to Rossi's form (see his Eqns. 2.3.6 and2.5.4).The minimum T in this region, T2, is much less than mec2 but much larger than (any)electron's binding energy|a situation that becomes a little paradoxical for high-Zmaterials. The \shell correction" which corrects this problem is usually introduced asa term �2C=Z inside the square brackets of Eq. (3).The high-T region is associated with high-energy recoil particles, or � rays. This isevident from an inspection of Eq. (3). For the usual case Tupper = Tmax the secondterm is virtually constant, while the �rst term rises as ln 
2. If the maximum transferis limited to some Tupper < Tmax, then the increase disappears.In the above, we have implicitly assumed that one can �nd electron kinetic energies T1 and T2at which the three regions join. This problem is discussed by Fano and others, and we ignore ithere except to introduce the shell correction C=Z mentioned above.When the three contributions are summed the intermediate T 's cancel, and we get the usualBethe-Bloch equation, which we choose to write in the following form:�dEdx = Kz2ZA 1�2 �12 ln 2mec2�2
2TmaxI2 � �2 � CZ � �2� (5)This function is plotted for Z = 29 (copper) in Fig. 1.3. Maximum energy transfer to an electronThe maximum possible kinetic energy which can be imparted to an electron by a particle withmassM and momentumM�
 is given by Eq. (4). It is usual to assume 2
me=M << 1 and replacethis expression by its numerator, as is done in the version of the Bethe-Block equation given inRPP92. This is because a majority of the standard references date from the Bevatron days or areconcerned with low-energy medical applications. In addition, computing the full expression onceadded complication. (It now seems remarkable that many of the older publications focused onsimple analytic approximations to avoid implicit functions in expressions.) For pions in copper, theexpressions with the approximate and exact forms for Tmax result in energy loss rates which di�erby 2% at 10 GeV and 6% at 100 GeV, as is shown in Fig. 2. For high-energy physics applications itseems important to use the complete expression to avoid known systematic errors at the 6% level.This is not always easy, as many of the references casually replace Tmax by its approximate form.At 100 GeV the maximum 4-momentum transfer to the electron is approaching 1 GeV, so thatnucleon structure considerations are of possible importance. J. D. Jackson has investigated thisproblem [12]. He modi�ed the cross sections with an appropriate form factor (using a � propagator),
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Figure 1: Energy loss rate in copper. The function without the density e�ectcorrection is also shown, as is the shell correction and two low-energy approxima-tions.and obtained a modi�ed form for S3 (see Eq. (3)). He was able to express the result as an additiveterm f(2meTmax=m2�) inside the square brackets of Eq. (5), wheref (x) = ln (1 + x) + 1
2 x1 + x (6)For pions, his correction reaches only 0.4% at 200 GeV and 1.7% at 500 GeV. Since radiative energylosses dominate in most mid- to high-Z materials above a few hundred GeV, we are justi�ed inneglecting structure e�ects.4. E�ective excitation energy\The determination of the mean excitation energy is the principal non-trivial task in the eval-uation of the Bethe stopping-power formula" [13].Barkas64 de�nes an adjusted excitation energy Iadj such that the shell correction (next section)vanishes at high energy. Revised values for Iadj were published in Berger83 [6]. Many of theseare experimental, based either upon direct stopping power measurements or \from moments of ex-perimental dipole-oscillator-strength distributions or dielectric-response functions," whatever thatmeans (Seltzer and Berger (1982) (Seltzer82, Ref. 13). These values were adopted as standard inICRU 37 (1984) [7], and are repeated in ICRU 49 (1993) [11]. A useful comparison with otherresults is given in ICRU 49. They are also used in EGS4 [10], and should form the basis for anymodern calculation. These are given in Appendix 2, and are shown (scaled by 1=Z) in Fig. 3. Theerror estimates given in Appendix 2 are from Table 2 in Seltzer82.For elements heavier than oxygen, Iadj=Z = 10 � 1 eV, with bumps and valleys due to atomicshell e�ects. A variety of formulae have been proposed to obtain approximate values, including



5

 0.5

 1.0

 2.0

 5.0

10.0

20.0

50.0

βγ

−
d

E
/

d
x
 (

M
e
V

 g
−1

cm
2
)

Pion momentum (GeV/c)

Proton momentum (GeV/c)
1.0 10 100 10000.1

1.0 10 100 1000 10 0000.1

1.0 10 100 10000.10.01

Cu

Iadj = 422 eV

Tmax = mec2 β2γ2

Exact Tmax

Exact Tmax

with Tupper at}{

5    MeV

0.5 MeV 

Figure 2: A comparison of exact and approximate forms for Tmax for energy lossrates in copper. Also shown are restricted energy loss rates as given by Eq. (15)for two values of the cuto� energy.that given by Barkas64 and the rather weird form (I � 16Z�0:9 eV) given in RPP92 and earlierRPP editions. The latter is particularly bad, and its origins are lost in tradition. At this point intime, there seems little reason not to use the adopted values directly, since they are readily availablefrom the tables in ICRU 49 (note error for scandium), from the references given above, and in thePEGS4 BLOCK DATA statements.Values of Iadj are given for a wide variety of mixtures and compounds in Table 5.5 of Berger83 [6]and (especially) Seltzer84 [14].5. Shell correctionShell corrections become important only at the lowest energies. The function given in Barkas64scales approximately as (�
)�3:5, and for copper reaches 1% at �
 = 0:3 (kinetic energy 6 MeVfor a pion). The correction is therefore not of much interest in high-energy physics applications,except possibly for range calculations. We include it here because it is usually done, and becauseit is not hard. It is probably best not to include it in the Bethe-Bloch equation for RPP94.As was mentioned, the shell correction does not quite vanish in the high-energy limit. Ac-cordingly, one adjusts both I and C so that Cadj vanishes at high energies, although this point isnot stressed in recent publications. Good treatments are given in sources such as ICRU 49, butfor our purposes it is su�cient to used the older Barkas64 treatment, which suggests the analytic
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Figure 3: Excitation energies (divided by Z) as adopted by the ICRU [7]. Thosebased on measurement are shown by points with error 
ags; the interpolated valuesare simply joined. The solid point is for liquid H2; the open point at 19.2 is for H2gas. Also shown are curves based on the approximate formulae of Barkas64 [5] andRPP92, which should be replaced for modern usage by the tabulated values. Amachine-readable array may be found in the EGS4 BLOCK DATA statements [10].approximation Cadj = �0:422377��2 + 0:0304043��4 � 0:00038106��6�� 10�6I2adj+ �3:858019��2 � 0:1667989��4 + 0:00157955��6�� 10�9I3adj ; (7)where � = �
 and Iadj is in eV. This form is valid only for � > 0:13 (T = 1:2 MeV for a pion).6. Density e�ect correctionAs the particle energy increases its electric �eld 
attens and extends, so that the distant-collision part of dE=dx (Eq. (1) increases as ln�
. However, real media become polarized, limitingthis extension and e�ectively truncating this part of the logarithmic rise. This \density e�ect" hasbeen extensively treated over the years; see Refs. 8, 10, and 15, and references therein. At veryhigh energies, �=2! ln (�h!p=I) + ln�
 � 1=2 ; (8)where �=2 is the correction introduced in Eq. (5) and �h!p is the plasma energy:�h!p = q4�Ner3e mec2=� = 28:816q� hZ=Ai eV (9)Here Ne is the electron density, and in the second form the material density � is in g cm�3. Acomparison with Eq. (5) shows that dE=dx grows as ln�
 rather than ln�2
2, and that the mean



7excitation energy I is replaced by the plasma energy �h!p. The e�ect of the density correction isshown in Fig. 1.At some low energy the density e�ect is insigni�cant, and at some high energy it is su�-ciently described by the asymptotic form given in Eq. (8). Sternheimer has proposed the followingparameterization, which obviously dates from the days of log tables:� = 8>><>>: 2 (ln 10) x� C if x � x1;2 (ln 10) x� C + a (x1 � x)k if x0 � x < x1;0 if x < x0 (nonconductors);�0102(x�x0) if x < x0 (conductors) , (10)where x = log10 � = log10(p=Mc). C is obtained by equating the high-energy case of Eq. (10)with the limit of Eq. (8). The other parameters are adjusted to give a best �t to the results ofdetailed calculations for momenta below Mc exp(x1). Note that C is the negative of the C usedin earlier publications. A variety of di�erent parameters are available. In some cases these resultfrom a di�erent �tting procedure having been used with the same model, and the resulting � isnot sensibly di�erent. For elements the PEGS4 data blocks [10] use the values from Ste82 [9].These have since been superceded by the values in Ste84 [8], which are also given in Appendix 2.The agreement with more detailed calculations or with other parameter sets is usually at the 0.5%level [14].Seltzer84 [14] extends this to nearly 200 compounds, albeit in the context of e� energy loss,and give the density e�ect corrections in terms of coe�cients b0; : : : ; b4; k. The translation tablefrom these coe�cients to the Sternheimer coe�cients follows:C = b1 � b0 + 1�0 = �20b4x1 = b3=2 ln 10 (or calculate from T1)k = k (11)Instead of x0 and x1, Seltzer84 gives the related electron kinetic energies T0 and T1. Following theirnotation, � � T=mec2 = 
 � 1, so � � �
 = p�(� + 2), and x = ln �= ln 10 = log10 �.7. Comparison of resultsOne of the original motivations for this study was the observation that the formulae given inthe RPP \Passage of Particles through Matter" section could not be used to produce the minimumionization values given in the \Atomic and Nuclear Properties of Materials" table. The valuesgiven in this Table were evidently taken from Berger64, and are based on constants long sincesuperceded. In particular, the values for minimum ionization given in ICRU 49 are about 3%lower, largely because of the improved density e�ect correction. Results for pions in copper aregiven in Table 1. It is disturbing that our results disagree in the 4th place, given that identicalconstants (including the old value for the pion mass) were used, but we regard the agreement assatisfactory. Similarly, we seem able to reproduce the ICRU 49 numbers in spite of more na��ve shelland density e�ect corrections.



8Table 1: Comparison of stopping power results for pions in copper. The minimumoccurs at 
 = 3:50{3.55, depending upon the density e�ect constants.Source Min ion. 10 MeV 100 MeV 5 GeVRPP92 Properties of Materials table 1.44 | | |Barkas64 [5] 1.4364 6.5274 1.7162 1.7816Present calc, Barkas64 constants 1.4373 6.5251 1.7165 1.7846ICRU 49 [11] 1.402 6.471 1.686 |Present calc, EGS4 manual constants [10] 1.4018 6.4898 1.6870 1.7434Present calc, Ste84 constants [8] 1.4026 6.4825 1.6877 1.74348. Energy loss in compounds and mixturesIt is usual to think of a compound or mixture as made up of thin layers of the pure elementsin the right proportion (Bragg additivity). Let nj be the number of the jth kind of atom in acompound (it need not be an integer for a mixture), and wj its weight fraction:wj = njAj�Xk nkAk (12)Then �dEdx � =Xj wi dEdx ����j (13)When the Bethe-Block equation is inserted and the Z-dependent terms sorted out, we �nd thatthis is equivalent to a single material with�ZA� =Xj wj ZjAj =Xj njZj�Xj njAjln hIi =Xj wj (Zj=Aj) ln Ij�Xj wj (Zj=Aj) =Xj njZj ln Ij�Xj njZjhC=Zi =Xj wj (Zj=Aj) (Cj=Zj) Ij�Xj wj (Zj=Aj) =Xj njZj (Cj=Zj)�Xj njZjh�i =Xj wj (Zj=Aj) �j�Xj wj (Zj=Aj) =Xj njZj�j�Xj njZj (14)
Within a scale factor which cancels, the nj are the same as the number fractions pj which the EGS4manual uses in de�ning hIi.



9However, there are pitfalls:1. Since the electrons in a compound are more tightly bound than in the constituentelements, the e�ective Ij are in general higher than those of the constituent elements.But exceptions are provided by diatomic gases and by metals in metallic alloys orcompounds. The right way to to it is to do it right, but Berger and Seltzer discussways to extend the Bragg additivity rule:1.1. For a select list of materials (carbon and some common gases), they pro-pose alternate mean excitation energies in their Table 5.1 (or Table 6 inSeltzer82).1.2. For other elements, the excitation is multiplied by 1.13 before calculationof the mean (the \13% rule"). Although it is is not said, it would seemsensible to apply this rule in the case of a tightly-bound material such asCsI, and not apply it in the case of a metallic compound like Nb3Sn.1.3. Both are superceded by experimental numbers when available, as in thecase of SiO2.Since none of this is mentioned in the EGS4 manual, a certain degree of confusionresults if one tries to use its algorithm to compute the values in Table 2.13.2.Experimental excitation energies are now available for several hundredmaterials [13,14],and programs like FLUKA92 override EGS4 defaults to use them.2. The density e�ect is just that, and it makes little sense to use the above expression. De-fault constants for a large number of common materials are available in Seltzer84 [14].If the material of interest is not available in these tables, then the algorithm given bySternheimer and Peierls [15] should be used. Their recipe is given more succinctly inthe EGS4 manual [10], but one should use our Eq. (9).
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 � 0), dE=dx scales as 1=v2. This result is obtainedby assuming that the square bracketed quantity in Eq. (5) varies slowly enough that it can beconsidered to be constant. We have computed the derivative d(ln jdE=dxj)=d(ln �) by two methods:analytically, ignoring the density e�ect and shell corrections, and numerically, using the completeBethe-Block equation. For no value of � is the slope anywhere near this steep.These results are shown in Fig. 4. As can be seen, the slope reaches a minimum value of about�1:68 at �
 = 0:6. As it turns out, jdE=dxj / ��5=3 provides a very good �t to the data in thelow-energy region. A curve of this form is shown in Fig. 1. The usual ��2 is shown for comparison;it �ts nowhere and crosses the exact function with a very di�erent slope. (I actually saw the slopegiven as �5=3 in some reference or another, but can no longer �nd it.)



1110. Restricted energy loss and � raysWe have commented that the increase of the high-T part of the stopping power is due to theincreasing production of energetic secondaries; that is, to the increase of Tmax. In some experimen-tal situations these are separately observable (bubble chambers, cloud chambers, emulsions, driftchambers [single hits adjacent to tracks], etc.), and are called � rays. In other situations (thinscintillators) the � rays can escape, so that deposited energy is not the same as energy lost in thematerial.In a more typical situation (e.g. in the sensitive layers of a calorimeter), there is an equilibriumbetween energy carried into the sensitive layer by � rays produced in the absorber and energy carriedout by � rays produced in the sensitive region. Even for a layer deep enough in the calorimeter forequilibrium to exist, these may not be identical. A GEANT calculation by C. Hearty [16] of energydeposit by a 10 GeV muon going through a lead-scintillator stack (3 mm plates and scintillators)shows an increase of 11% in the signals over the �rst �8 radiation lengths, as the �-ray equilibriumis established. The use of Eq. (15) does not provide a complete description of the signal in the�rst (\naked") scintillator, since (a) Tcut is a function of depth in the scintillator plate, and (b) atleast some of the �-ray energy is deposited, again as function of the depth in which the � ray areproduced. So far, we have not found a good way to estimate the energy deposit.In Monte Carlo simulations, one often wishes to treat the energy lost to a myriad of minorcollisions as continuous, while treating the rare hard collision losses as random processes. In anycase, it is of interest to calculate the \restricted" energy loss rate, that is, with the loss in a singlecollision limited to some energy Tcut < Tmax. In the formula in RPP92 and earlier editions, thisis done, at least in essence, by replacing Tmax by the constant Tcut in the logarithmic term andneglecting it elsewhere. This is wrong; among other things, it results in a larger energy loss ratefor Tcut > Tmax (at low energies) than would be the case without the cuto�.The problem is straightforward: Use Eq. (3), but choose Tupper as the lesser of Tcut and Tmax.Eq. (5) then becomes�dEdx ����T<Tcut = Kz2ZA 1�2 �12 ln 2mec2�2
2TupperI2 � 12�2 �1 + TupperTmax �� CZ � �2� (15)where Tupper = MIN(Tcut; Tmax). This form agrees with the equation in RPP92 for Tcut << Tmaxbut smoothly joins the normal Bethe-Bloch function for Tcut > Tmax.RPP92 and earlier editions also give a formula for the number distribution of � rays per unitlength as a function of energy. When this expression is multiplied by T (to convert number toenergy) and integrated over T , one obtains�dEdx ����� rays = Kz2ZA 1�2 Z TmaxTcut F (T )T dT : (16)According to Rossi (Eq. 2.3.6), F (T ) = (1��2T=Tmax) for spin-0 particles. The integral thus yieldsthe di�erence between the complete (Eq. (5)) and restricted (Eq. (15)) energy loss rates.



12Appendix 1: Symbols used in this reportSymbol De�nition Units or Valuev Incident particle velocityc Velocity of light� v=c
 1=p1� �2� Fine structure constant 1=137:035 989 5(61)� �
 (Rossi's � is our T2)M Incident particle mass MeV/c2E Incident particle energy 
Mc2 MeVT Kinetic energy MeVq Magnitude of 3-momentum transferto electron in medium MeV/cmec2 Electron mass �c2 0:510 999 06(15) MeVe Electronic chargere Classical electron radius e2=4��0mec2 2:817 940 92(38) fmNA Avocado's number 6:022 136 7(36) � 1023 mol�1z Charge of incident particle/eZ Atomic number of mediumA Atomic mass of medium g mol�1K=A 4�NAr2emec2=A 0:307 075 MeV g�1 cm2for A = 1 g mol�1Rossi's C �NA(Z=A)r2e = K(Z=A)=4mec2 0:150 Z=A g�1cm2C=Z Shell correction (This is not Rossi's C)� Density e�ect correctionReferences1. N. Bohr, Phil. Mag. 25, 10 (1913).2. B. Rossi, High Energy Particles, Prentice-Hall, Inc., Englewood Cli�s, NJ, 1952.3. U. Fano, Ann. Rev. Nucl. Sci. 13, 1 (1963).4. J. D. Jackson, Classical Electrodynamics John Wiley & Sons, NY (1962).5. W. H. Barkas and M. J. Berger, Tables of Energy Losses and Ranges of Heavy Charged Par-ticles, NASA-SP-3013 (1964).6. M. J. Berger and S. M. Seltzer, \Stopping Powers and Ranges of Electrons and Positrons"(2nd edition), U. S. Department of Commerce Report NBSIR 82-2550-A (1983).7. ICRU Report 37, \Stopping Powers for Electrons and Positrons," International Commissionon Radiation Units and Measurements, Washington, DC (1984).8. R. M. Sternheimer, M. J. Berger, and S. M. Seltzer, Atomic Data and Nuclear Data Tables30, 261{271 (1984).9. R. M. Sternheimer, S. M. Seltzer, and M. J. Berger, Phys. Rev. B26, 6067{6076 (1982).10. W.R. Nelson, H. Hirayama, and D. W. O. Rogers, \The EGS4 Code System," SLAC-265,Stanford Linear Accelerator Center (Dec. 1985).



13Appendix 2: Data needed to calculate dE=dxAtomic constants, densities, ionization constants, and Sternheimer coe�cients for the chemical elements.The ionization constants and Sternheimer coe�cients are from Ref. 8, while the errors in the ionizationconstants are from Ref. 6. The liquid H2 numbers are for bubble chamber conditions; the density at theboiling point at 1 atm is 0.0708 g cm�3. If there is no characteristic terrestrial composition of an elementwith no stable isotopes, the atomic mass of the most stable is given (see the Periodic Table in RPP94). Adensity given below is sometimes the average over di�erent allotropes (as with P and Se); it is not correctedbecause it is the one used to calculate the Sternheimer coe�cients. Gas densities are evaluated at 1 atm and20� C. Parentheses around ionization constants indicate interpolated values.Material Z A � Iadj C x0 x1 a k �0g mol�1 g cm�3 eVH2 gas 1 1.00797 8.37�10�5 19.2 �0.4 9.5835 1.8639 3.2718 0.1409 5.7273 0.00H2 liq (BC) 1 1.00797 6.00�10�2 21.8 �0.4 3.2632 0.4759 1.9215 0.1348 5.6249 0.00He gas 2 4.0026 1.66�10�4 41.8 �0.8 11.1393 2.2017 3.6122 0.1344 5.8347 0.00Li 3 6.939 0.534 40 �5 3.1221 0.1304 1.6397 0.9514 2.4993 0.14Be 4 9.0122 1.848 63.7 �3 2.7847 0.0592 1.6922 0.8039 2.4339 0.14B 5 10.811 2.37 76 �8 2.8477 0.0305 1.9688 0.5622 2.4512 0.14C graphite 6 12.01115 2.265 78 �7 2.8680 �0.0178 2.3415 0.2614 2.8697 0.12C graphite 6 12.01115 2.0 78 �7 2.9925 �0.0351 2.4860 0.2024 3.0036 0.10C graphite 6 12.01115 1.7 78 �7 3.1550 0.0480 2.5387 0.2076 2.9532 0.14N2 gas 7 14.0067 1.17�10�3 82 �2 10.5400 1.7378 4.1323 0.1535 3.2125 0.00O2 gas 8 15.9994 1.33�10�3 95 �2 10.7004 1.7541 4.3213 0.1178 3.2913 0.00F2 gas 9 18.9984 1.58�10�3 (115 �10) 10.9653 1.8433 4.4096 0.1108 3.2962 0.00Ne gas 10 20.183 8.39�10�4 137 �4 11.9041 2.0735 4.6421 0.0806 3.5771 0.00Na 11 22.9898 0.971 (149 �10) 5.0526 0.2880 3.1962 0.0777 3.6452 0.08Mg 12 24.312 1.74 (156 �10) 4.5297 0.1499 3.0668 0.0816 3.6166 0.08Al 13 26.9815 2.699 166 �2 4.2395 0.1708 3.0127 0.0802 3.6345 0.12Si 14 28.088 2.33 173 �3 4.4351 0.2014 2.8715 0.1492 3.2546 0.14P 15 30.9738 2.2 (173 �15) 4.5214 0.1696 2.7815 0.2361 2.9158 0.14S 16 32.064 2.000 (180 �15) 4.6659 0.1580 2.7159 0.3399 2.6456 0.14Cl2 gas 17 35.453 2.99�10�3 (174 �15) 11.1421 1.5555 4.2994 0.1985 2.9702 0.00Ar gas 18 39.948 1.66�10�3 188 �10 11.9480 1.7635 4.4855 0.1971 2.9618 0.00K 19 39.102 0.862 (190 �15) 5.6423 0.3851 3.1724 0.1983 2.9233 0.10Ca 20 40.08 1.55 191 �8 5.0396 0.3228 3.1191 0.1564 3.0745 0.14Sc 21 44.956 2.989 216 �8 4.6949 0.1640 3.0593 0.1575 3.0517 0.10Ti 22 47.9 4.54 233 �5 4.4450 0.0957 3.0386 0.1566 3.0302 0.12V 23 50.942 6.11 245 �7 4.2659 0.0691 3.0322 0.1544 3.0163 0.14Cr 24 51.998 7.18 257 �10 4.1781 0.0340 3.0451 0.1542 2.9896 0.14Mn 25 54.938 7.44 272 �10 4.2702 0.0447 3.1074 0.1497 2.9796 0.14Fe 26 55.847 7.874 286 �9 4.2911 �0.0012 3.1531 0.1468 2.9632 0.12Co 27 58.9332 8.90 297 �9 4.2601 �0.0187 3.1790 0.1447 2.9502 0.12Ni 28 58.71 8.902 311 �10 4.3115 �0.0566 3.1851 0.1650 2.8430 0.10Cu 29 63.54 8.960 322 �10 4.4190 �0.0254 3.2792 0.1434 2.9044 0.08Zn 30 65.37 7.133 330 �10 4.6906 0.0049 3.3668 0.1471 2.8652 0.08Ga 31 69.72 5.904 (334 �20) 4.9353 0.2267 3.5434 0.0944 3.1314 0.14Ge 32 72.59 5.323 350 �11 5.1411 0.3376 3.6096 0.0719 3.3306 0.14As 33 74.9216 5.73 (347 �25) 5.0510 0.1767 3.5702 0.0663 3.4176 0.08Se 34 78.96 4.5 (348 �30) 5.3210 0.2258 3.6264 0.0657 3.4317 0.10Br2 gas 35 79.808 7.07�10�3 (343 �30) 11.7307 1.5262 4.9899 0.0633 3.4670 0.00Br2 liq 35 79.808 3.120 (357 �30) | | | | | 0.00



14Appendix 2: ContinuedMaterial Z A � Iadj C x0 x1 a k �0g mol�1 g cm�3 eVKr 36 83.8 3.48�10�3 352 �25 12.5115 1.7158 5.0748 0.0745 3.4051 0.00Rb 37 85.47 1.532 (363 �30) 6.4776 0.5737 3.7995 0.0726 3.4177 0.14Sr 38 87.62 2.540 (366 �30) 5.9867 0.4585 3.6778 0.0716 3.4435 0.14Y 39 88.905 4.469 (379 �30) 5.4801 0.3608 3.5542 0.0714 3.4585 0.14Zr 40 91.22 6.506 393 �15 5.1774 0.2957 3.4890 0.0718 3.4533 0.14Nb 41 92.906 8.570 417 �15 5.0141 0.1785 3.2201 0.1388 3.0930 0.14Mo 42 95.94 10.220 424 �15 4.8793 0.2267 3.2784 0.1053 3.2549 0.14Tc 43 43 99. 11.500 (428 �35) 4.7769 0.0949 3.1253 0.1657 2.9738 0.14Ru 44 101.07 12.410 (441 �35) 4.7694 0.0599 3.0834 0.1934 2.8707 0.14Rh 45 102.905 12.410 449 �20 4.8008 0.0576 3.1069 0.1920 2.8633 0.14Pd 46 106.4 12.020 470 �20 4.9358 0.0563 3.0555 0.2418 2.7239 0.14Ag 47 107.87 10.500 470 �10 5.0630 0.0657 3.1074 0.2458 2.6899 0.14Cd 48 112.4 8.650 469 �20 5.2727 0.1281 3.1667 0.2461 2.6772 0.14In 49 114.82 7.310 488 �20 5.5211 0.2406 3.2032 0.2388 2.7144 0.14Sn 50 118.69 7.310 488 �15 5.5340 0.2879 3.2959 0.1869 2.8576 0.14Sb 51 121.75 6.691 (487 �40) 5.6241 0.3189 3.3489 0.1665 2.9319 0.14Te 52 127.6 6.240 (485 �40) 5.7131 0.3296 3.4418 0.1382 3.0354 0.14I2 gas 53 126.9044 1.13�10�2 (474 �40) | | | | | 0.00I sol 53 126.9044 4.930 (491 �40) 5.9488 0.0549 3.2596 0.2377 2.7276 0.00Xe gas 54 131.3 5.49�10�3 482 �30 12.7281 1.5630 4.7371 0.2331 2.7414 0.00Cs 55 132.905 1.873 (488 �40) 6.9135 0.5473 3.5914 0.1823 2.8866 0.14Ba 56 137.34 3.500 (491 �40) 6.3153 0.4190 3.4547 0.1827 2.8906 0.14La 57 138.91 6.154 (501 �40) 5.7850 0.3161 3.3293 0.1859 2.8828 0.14Ce 58 140.12 6.657 (523 �40) 5.7837 0.2713 3.3432 0.1889 2.8592 0.14Pr 59 140.907 6.710 (535 �45) 5.8096 0.2333 3.2773 0.2326 2.7331 0.14Nd 60 144.24001 6.900 (546 �45) 5.8290 0.1984 3.3063 0.2353 2.7050 0.14Pm 145 61 147. 7.220 (560 �45) 5.8224 0.1627 3.3199 0.2428 2.6674 0.14Sm 62 150.35001 7.460 (574 �45) 5.8597 0.1520 3.3460 0.2470 2.6403 0.14Eu 63 151.98 5.243 (580 �50) 6.2278 0.1888 3.4633 0.2445 2.6245 0.14Gd 64 157.25 7.900 591 �20 5.8738 0.1058 3.3932 0.2511 2.5977 0.14Tb 65 158.924 8.229 (614 �55) 5.9045 0.0947 3.4224 0.2445 2.6056 0.14Dy 66 162.5 8.550 (628 �55) 5.9183 0.0822 3.4474 0.2466 2.5849 0.14Ho 67 164.92999 8.795 (650 �60) 5.9587 0.0761 3.4782 0.2464 2.5726 0.14Er 68 167.25999 9.066 (658 �60) 5.9521 0.0648 3.4922 0.2482 2.5573 0.14Tm 69 168.93401 9.321 (674 �60) 5.9677 0.0812 3.5085 0.2489 2.5469 0.14Yb 70 173.03999 6.730 (684 �65) 6.3325 0.1199 3.6246 0.2530 2.5141 0.14Lu 71 174.97 9.840 (694 �65) 5.9785 0.1560 3.5218 0.2403 2.5643 0.14Hf 72 178.49001 13.310 (705 �65) 5.7139 0.1965 3.4337 0.2292 2.6155 0.14Ta 73 180.948 16.654 718 �30 5.5262 0.2117 3.4805 0.1780 2.7623 0.14W 74 183.85001 19.300 727 �30 5.4059 0.2167 3.4960 0.1551 2.8447 0.14Re 75 186.2 21.020 (736 �70) 5.3445 0.0559 3.4845 0.1518 2.8627 0.08Os 76 190.2 22.570 (746 �70) 5.3083 0.0891 3.5414 0.1275 2.9608 0.10Ir 77 192.2 22.420 757 �30 5.3418 0.0819 3.5480 0.1269 2.9658 0.10Pt 78 195.08 21.450 790 �30 5.4732 0.1484 3.6212 0.1113 3.0417 0.12Au 79 196.987 19.320 790 �30 5.5747 0.2021 3.6979 0.0976 3.1101 0.14Hg 80 200.59 13.546 (800 �75) 5.9605 0.2756 3.7275 0.1101 3.0519 0.14Tl 81 204.37 11.720 (810 �75) 6.1365 0.3491 3.8044 0.0945 3.1450 0.14Pb 82 207.19 11.350 823 �30 6.2018 0.3776 3.8073 0.0936 3.1608 0.14Bi 83 208.98 9.747 (823 �80) 6.3505 0.4152 3.8248 0.0941 3.1671 0.14



15Appendix 2: ContinuedMaterial Z A � Iadj C x0 x1 a k �0g mol�1 g cm�3 eVPo 209 84 210. 9.320 (830 �80) 6.4003 0.4267 3.8293 0.0928 3.1830 0.14At 210 85 210. 1.000 (841 �80) | | | | | 0.14Rn 222 gas 86 222. 9.07�10�3 (794 �80) 13.2839 1.5368 4.9889 0.2080 2.7409 0.00Fr 223 87 223. 1. (827 �80) | | | | | 0.14Ra 88 226. 5. (826 �80) 7.0452 0.5991 3.9428 0.0880 3.2454 0.14Ac 89 227. 10.07 (841 �80) 6.3742 0.4559 3.7966 0.0857 3.2683 0.14Th 90 232.0381 11.72 (847 �80) 6.2473 0.4202 3.7681 0.0865 3.2610 0.14Pa 91 231.03588 15.37 (878 �80) 6.0327 0.3144 3.5079 0.1477 2.9845 0.14U 92 238.0289 18.95 890 �30 5.8694 0.2260 3.3721 0.1968 2.8171 0.14Np 93 237.0482 20.25 (902 �80) 5.8149 0.1869 3.3690 0.1974 2.8082 0.14Pu 244 94 244.0642 19.84 (921 �85) 5.8748 0.1557 3.3981 0.2042 2.7679 0.14Am 243 95 243.0614 13.67 (934 �85) 6.2813 0.2274 3.5021 0.2031 2.7615 0.14Cm 247 96 247.07035 13.51 (939 �85) 6.3097 0.2484 3.5160 0.2026 2.7579 0.14Bk 247 97 247.07030 14. (952 �85) 6.2912 0.2378 3.5186 0.2019 2.7560 0.14Cf 251 98 251.07958 | (966 �90) | | | | | 0.14Es 252 99 252.08295 | (980 �90) | | | | | 0.14Fm 257 100 257.0951 | (994 �90) | | | | | 0.1411. \Stopping Powers and Ranges for Protons and Alpha Particles," ICRU Report No. 41 (1993).12. J. D. Jackson, \E�ect of Form Factor on dE=dx from Close Collisions," Particle Data GroupNote PDG-93-04 (19 October 1993) (unpublished).13. S. M. Seltzer and M. J. Berger, Int. J. Appl. Radiat. 33, 1189{1218 (1982).14. S. M. Seltzer and M. J. Berger, Int. J. Appl. Radiat. 35, 665{676 (1984). This paper correctsand extends the results of [13].15. R. M. Sternheimer and R. F. Peierls, Phys. Rev. B3, 3681{3692 (1971).16. C. Hearty, private communication (1993).


